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Abstract

How do we know if a spectral peak is meaningful? Answering this 
question is central to extraction of information such as the onset of 
phase changes.  Recent advances in experimental methods and 
detectors allows collection of more data more quickly and efficiently 
than ever before, providing the opportunity to leverage 
data-intensive methods, such as artificial intelligence and machine 
learning, to more rigorously evaluate spectra in real, or near 
real-time. Such on-the-fly data analysis provides the opportunity to 
drive the decision-making process during experimentation with 
live-streamed data, as it is being collected from an instrument. 
On-the-fly analysis is central to creating autonomous experimental 
control and characterization of fundamental phenomena such as 
phase changes. Firstly, however, an understanding of noise and signal 
structure must be established to allow rigorous, repeatable analysis 
of the spectral data stream. Herein a statistical algorithm and 
programmatic implementation for signal structure and phase change 
detection is introduced as a means of advancing methods for the 
on-the-fly data analysis.

Results Discussion
Averaging intensity over many short exposure-time experiments 
affords more discernable diffraction patterns than does an 
equivalent exposure time within a single experiment. Though, the 
SNR remains consistently lower for short exposure-time experiments 
no matter the correction for noise reduction. 
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Figure 1. Illustration 
of X-ray diffraction 
data over different 
exposure times. The 
noise levels appear 
similar for each 
series. Most notably, 
the intensity of any 
one point is larger 
and the signal to 
noise ratio is 
increased for larger 
exposure times.

Figure 3. Example of 
partitioning data set 
into discrete regions 
before pairwise 
comparisons of sample 
coefficient of variation 
can be made. The 
partitions shown are 
smaller than would be 
used in practice. The 
partition size used 
here is the full-width 
half-max of the most 
intense signal

Figure 4. Assignment 
of peak probabilities 
from peak picking 
algorithm on 
four-minute 
exposure of 
lanthanum 
hexaboride sample. 
In practice, peak 
likelihoods for all 
partitions would be 
returned in an 
output file.
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Current research seeks to quantify the information content 
contained within a noisy spectrum using a combination of statistical 
analysis and machine learning. Ultimately, building a model to 

differentiate 
significant deviations 
from baseline noise, 
i.e., peaks, for 
on-the-fly data 
analysis will allow for 
data-driven 
experimentation. Figure 4. Extraction of 

noise from four-minute 
exposure using neural 
network.


